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Abstract
Dynamic and Interactive nature of the processes in the Distributed 
Exascale computing system requires the system to be able to 
make Load Balancing in runtime. In this paper proposed applying 
Multiple Multidimensional Knapsack Problem for overcome 
imbalance at time of occurrence of the dynamic and interactive 
event at Distributed Exascale computing environment.
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1. Introduction
Exascale computing systems are the type of distributed systems which can perform 

at least one exaflop operation per second [1] in dynamic and interactive nature [2]. In 
the dynamic and interactive nature, both processes requirements and resource attributes 
are dynamically changeable [2]. In this case, it is impossible to map the workload of the 
processes to the resources at design time. On the other hand, it can occur dynamic and 
interactive events which can be handled only runtime. That’s why Load balancer of the 
system have to be run continuously and should handle imbalances at runtime. In the 
distributed system, each node has their operating system, and they manage their resources 
themselves. However, in Exascale systems when dynamic and interactive events occurred, 
it is possible the local machine cannot process some actions. This results in an imbalance 
in system, and these actions are marked as global activities [3, 4]. The load balancer 
of the system should assign these activities to another machine can do remain part. In 
centralized systems, central machine collects information from other machines and makes 
load balancing [5, 6]. However, in such systems, there is an excellent dependence from a 
central machine. Considering dynamicity of resources in Exascale systems, if resources of 
the central machine are changed or central machine is stopped completely, then it needed 
to get information about the current state of the system, creating new central machine and 
migrating central processes to the new central machine.

However, in P2P systems, there is no dependence from any central machine. In this 
case, each machine should be informed enough about other machines for deciding the 
new configurations.

2. Related works 
In [7], the systems state vector is used to determine if the system is in a stable state or 

not. If the current state vector of the system is different from the stable state vector, HPCS 
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manager tries to bring the system to the old known stable state or waits for the system to 
reach to the new stable state. It is activated while the length or angle difference occurred 
between the current state vector and the known stable state vector of the system.  

In [9], proposed load balancing model based on supply and demand model for four types 
of resources – File, Memory, I/O, and CPU. For this model, each machine independently tries 
solving imbalance, working in supply or demand mode. However, deciding on choosing the 
mode, it needed to gain information about all active nodes [9] in the system.

In [2], machines in the system, are negative and positive loaded where positively loaded 
machines are machines which getting loaded for this model, the state of each machine 
evaluated from perspectives of other machines. The positively loaded machines use status 
of other machines from the perspective of itself for distributing extra loads. It supplies 
opportunity making load balancing in each machine in a fully distributed system without 
being dependent any central machine. However, this model requires calculated load 
value. Considering each process may require multiple types of resource and additionally 
in Exascale system resource attributes are dynamically changeable, it needed to make 
a rule for calculating the overall load of a system based on a load of each type of the 
resource of the system.

3. The load balancing model 
Let us consider that there has 𝑁𝑁 machine in the distributed system. Each machine 

in the distributed system has 𝐶𝐶# capability where 𝑖𝑖 = 1,𝑁𝑁((((( is the index of the machine. 
On the other hand, consider that there 𝑀𝑀 process in the queue and each process has 
𝑅𝑅+ requirement and 𝑃𝑃+ profit, where 𝑗𝑗 = 1,𝑀𝑀(((((( is the index of the process. At this time 
considered one-time-policy for processes, so, each process can be executed only one 
time [2]. However, in dynamic load balancing techniques, it is possible reassignment 
[8]. Taking into account that, for the paper the task is finalizing work in minimal time, 
using maximally available resource [2], the profit of the process can be the execution 
time (i.e., CPU call count) saving in respect of the maximal process execution time, 
and it can be calculated as following: 

𝑃𝑃+ = max
12324

𝑇𝑇3 − 𝑇𝑇+, 𝑗𝑗 = 1,𝑀𝑀(((((( (1) 

Here 𝑇𝑇3 is the execution time of 𝑘𝑘89 process. So, which process finishes earlier it is 
more valuable.  

Considering this the main task can be given as following: 
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0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒	 	 		(5)	

Here 𝑧𝑧 is a gained total profit and 𝑋𝑋#+ is the process assignment configuration that 
indicates which process assigned to which machine. The load balancer should solve 
this process to assign processes to resources. The task is the Dynamic Programming 
problem named 0-1 Multiple Knapsack Problem (0-1MKP) [9]. There are several 
polynomial time solutions [10, 11] for this problem. Considering that process 
requirement may be not only for one resource but also for multiple resources, the 
parameter 𝑅𝑅 should be defined as multidimensional. In this case, the problem become 
0-1 Multiple Multidimensional Knapsack Problem (0-1MMKP) [12]. 

This model applies to traditional systems. However, in Exascale systems, the load 
balancer should handle dynamic and interactive events too [2]. That's why it should be 
activated based on dynamic and interactive events. 

 3.1. Handling unintentional communications of processes with the system. 
The processes defined here, are not processes, which can be executed in the local 

machine in given response time. So, in the paper, it's looked at the processes which 
cannot be executed in the local machine within given response time [3]. In this case 
occurs global activity [2, 3]. Therefore, the processes mentioned above are the total 
collections of global activities. In this case, the capability of each machine for global 
activities is dependent on the total capability of the machine and total requirements of 
internal processes. 

𝐶𝐶# = 𝐶𝐶#8X8YZ − @ 	𝑅𝑅+
+∈#\8]^\YZ

, 𝑖𝑖 = 1,𝑁𝑁((((( (6) 

So, the capabilities of the machines are dynamically changing. On the other hand, 
in Exascale systems, process requirements and resource attributes are dynamically 
changeable [7].  For this reason, the parameters 𝐶𝐶#, 𝐶𝐶#8X8YZ, and 𝑅𝑅+ from the model which 
described above, should be defined as 𝐶𝐶#(𝑡𝑡), 𝐶𝐶#8X8YZ(𝑡𝑡), and 𝑅𝑅+(𝑡𝑡) properly. If the current 
effective resources [7] are not enough to finish the task in the given time limit, new 
resources have to be discovered [13]. It means that, after resource discovery, the 
resource count also changed. 

For this reason, the machine count parameter 𝑁𝑁 should also be defined a time-
dependent, 𝑁𝑁(𝑡𝑡). Here 𝑡𝑡 denotes the current time moment. The load balancer should 
be activated at this time moment and should calculate current capabilities of the 
machine with following instead of equation 6. 
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In a distributed system each machine can calculate its current capability with 
equation 7, and share results with others. 

 3.2. Handling unintentional forks or communications between processes 
At the same time, considering a process being able to fork new processor able to 

communicate with another process in Exascale systems [14], the process count 
parameter 𝑀𝑀 which described the above model, should also be defined as dependent 
from current time moment – 𝑀𝑀(𝑡𝑡). The new processes have their execution times. 
Considering this at equation 1:  

𝑃𝑃+(𝑡𝑡) = max
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3.3. 0-1Multiple knapsack model for Exascale system. 
Considering these conditions, the model described above, turn to the following 

form.  
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In this model, the parameters 𝑁𝑁(𝑡𝑡),𝑀𝑀(𝑡𝑡), 𝑃𝑃+(𝑡𝑡), 𝑅𝑅+(𝑡𝑡), 𝐶𝐶#(𝑡𝑡), 𝑧𝑧(𝑡𝑡) are time-dependent, 
but there is not any functional dependency between these parameters and current time 
moment. These parameters denote values at observation time. 
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The processes defined here, are not processes, which can be executed in the local 

machine in given response time. So, in the paper, it's looked at the processes which 
cannot be executed in the local machine within given response time [3]. In this case 
occurs global activity [2, 3]. Therefore, the processes mentioned above are the total 
collections of global activities. In this case, the capability of each machine for global 
activities is dependent on the total capability of the machine and total requirements of 
internal processes. 

𝐶𝐶# = 𝐶𝐶#8X8YZ − @ 	𝑅𝑅+
+∈#\8]^\YZ

, 𝑖𝑖 = 1,𝑁𝑁((((( (6) 

So, the capabilities of the machines are dynamically changing. On the other hand, 
in Exascale systems, process requirements and resource attributes are dynamically 
changeable [7].  For this reason, the parameters 𝐶𝐶#, 𝐶𝐶#8X8YZ, and 𝑅𝑅+ from the model which 
described above, should be defined as 𝐶𝐶#(𝑡𝑡), 𝐶𝐶#8X8YZ(𝑡𝑡), and 𝑅𝑅+(𝑡𝑡) properly. If the current 
effective resources [7] are not enough to finish the task in the given time limit, new 
resources have to be discovered [13]. It means that, after resource discovery, the 
resource count also changed. 

For this reason, the machine count parameter 𝑁𝑁 should also be defined a time-
dependent, 𝑁𝑁(𝑡𝑡). Here 𝑡𝑡 denotes the current time moment. The load balancer should 
be activated at this time moment and should calculate current capabilities of the 
machine with following instead of equation 6. 

𝐶𝐶#(𝑡𝑡) = 𝐶𝐶#8X8YZ(𝑡𝑡) − @ 	𝑅𝑅+(𝑡𝑡)
+∈#\8]^\YZ

, 𝑖𝑖 = 1,𝑁𝑁(𝑡𝑡)((((((((( (7) 

In a distributed system each machine can calculate its current capability with 
equation 7, and share results with others. 

 3.2. Handling unintentional forks or communications between processes 
At the same time, considering a process being able to fork new processor able to 

communicate with another process in Exascale systems [14], the process count 
parameter 𝑀𝑀 which described the above model, should also be defined as dependent 
from current time moment – 𝑀𝑀(𝑡𝑡). The new processes have their execution times. 
Considering this at equation 1:  

𝑃𝑃+(𝑡𝑡) = max
12324(8)

𝑇𝑇3 − 𝑇𝑇+, 𝑗𝑗 = 1,𝑀𝑀(𝑡𝑡)((((((((( (8) 

3.3. 0-1Multiple knapsack model for Exascale system. 
Considering these conditions, the model described above, turn to the following 

form.  

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚	𝑧𝑧(𝑡𝑡) = @ @ 𝑃𝑃+(𝑡𝑡)𝑋𝑋#+

4(8)

+B1

C(8)

#B1

 (9) 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠	𝑡𝑡𝑡𝑡	 @ 𝑅𝑅+(𝑡𝑡)𝑋𝑋#+ ≤ 𝐶𝐶#(𝑡𝑡), 𝑖𝑖 = 1,𝑁𝑁(𝑡𝑡)(((((((((
4(8)

+B1

 (10) 

@𝑋𝑋#+ ≤ 1
C(8)

#B1

, 𝑗𝑗 = 1,𝑀𝑀(𝑡𝑡)((((((((( (11) 

𝑋𝑋#+ = K1, 𝑖𝑖𝑖𝑖	𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝	𝑗𝑗	𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎	𝑡𝑡𝑡𝑡	𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑖𝑖𝑖𝑖𝑖𝑖	𝑖𝑖
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒	 	 (12)	

In this model, the parameters 𝑁𝑁(𝑡𝑡),𝑀𝑀(𝑡𝑡), 𝑃𝑃+(𝑡𝑡), 𝑅𝑅+(𝑡𝑡), 𝐶𝐶#(𝑡𝑡), 𝑧𝑧(𝑡𝑡) are time-dependent, 
but there is not any functional dependency between these parameters and current time 
moment. These parameters denote values at observation time. 

Ulphat Bakhishoff



217

Conclusion
The proposed model is applicable with state of the system at time t. This time moment 

is the moment of occurrence of the dynamic and interactive event of the Exascale system. 
This model solves challenge described in [4]. In distributed Exascale computing system 
equation 6 and equation 7 can be calculated in each machine and shared with others. 
However, equation 9 should be calculated in each loaded machine and should result from 
the same configuration X. The main problem is collecting information about all powerful 
machines and all global activities which occurred in the machine which isn’t directly 
connected with the current machine. If the value of each calculated X configurations is 
same, it means all global activities until time moment t are handled, in other words, all 
dynamic and interactive events of Distributed Exascale system occurred until time moment 
t are handled. The ratio of the count of matching values of all configurations to the count of 
elements of the configuration matrix denotes success rate of the load balancing.
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4

+B1

C

#B1

 (2) 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠	𝑡𝑡𝑡𝑡	@𝑅𝑅+𝑋𝑋#+ ≤ 𝐶𝐶#, 𝑖𝑖 = 1,𝑁𝑁(((((
4

+B1

 (3) 

@𝑋𝑋#+ ≤ 1
C

#B1

, 𝑗𝑗 = 1,𝑀𝑀(((((( (4) 

𝑋𝑋#+ = K1, 𝑖𝑖𝑖𝑖	𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝	𝑗𝑗	𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎	𝑡𝑡𝑡𝑡	𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑖𝑖𝑖𝑖𝑖𝑖	𝑖𝑖
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒	 	 		(5)	

Here 𝑧𝑧 is a gained total profit and 𝑋𝑋#+ is the process assignment configuration that 
indicates which process assigned to which machine. The load balancer should solve 
this process to assign processes to resources. The task is the Dynamic Programming 
problem named 0-1 Multiple Knapsack Problem (0-1MKP) [9]. There are several 
polynomial time solutions [10, 11] for this problem. Considering that process 
requirement may be not only for one resource but also for multiple resources, the 
parameter 𝑅𝑅 should be defined as multidimensional. In this case, the problem become 
0-1 Multiple Multidimensional Knapsack Problem (0-1MMKP) [12]. 

This model applies to traditional systems. However, in Exascale systems, the load 
balancer should handle dynamic and interactive events too [2]. That's why it should be 
activated based on dynamic and interactive events. 

 3.1. Handling unintentional communications of processes with the system. 
The processes defined here, are not processes, which can be executed in the local 

machine in given response time. So, in the paper, it's looked at the processes which 
cannot be executed in the local machine within given response time [3]. In this case 
occurs global activity [2, 3]. Therefore, the processes mentioned above are the total 
collections of global activities. In this case, the capability of each machine for global 
activities is dependent on the total capability of the machine and total requirements of 
internal processes. 

𝐶𝐶# = 𝐶𝐶#8X8YZ − @ 	𝑅𝑅+
+∈#\8]^\YZ

, 𝑖𝑖 = 1,𝑁𝑁((((( (6) 

So, the capabilities of the machines are dynamically changing. On the other hand, 
in Exascale systems, process requirements and resource attributes are dynamically 
changeable [7].  For this reason, the parameters 𝐶𝐶#, 𝐶𝐶#8X8YZ, and 𝑅𝑅+ from the model which 
described above, should be defined as 𝐶𝐶#(𝑡𝑡), 𝐶𝐶#8X8YZ(𝑡𝑡), and 𝑅𝑅+(𝑡𝑡) properly. If the current 
effective resources [7] are not enough to finish the task in the given time limit, new 
resources have to be discovered [13]. It means that, after resource discovery, the 
resource count also changed. 

For this reason, the machine count parameter 𝑁𝑁 should also be defined a time-
dependent, 𝑁𝑁(𝑡𝑡). Here 𝑡𝑡 denotes the current time moment. The load balancer should 
be activated at this time moment and should calculate current capabilities of the 
machine with following instead of equation 6. 

𝐶𝐶#(𝑡𝑡) = 𝐶𝐶#8X8YZ(𝑡𝑡) − @ 	𝑅𝑅+(𝑡𝑡)
+∈#\8]^\YZ

, 𝑖𝑖 = 1,𝑁𝑁(𝑡𝑡)((((((((( (7) 

In a distributed system each machine can calculate its current capability with 
equation 7, and share results with others. 

 3.2. Handling unintentional forks or communications between processes 
At the same time, considering a process being able to fork new processor able to 

communicate with another process in Exascale systems [14], the process count 
parameter 𝑀𝑀 which described the above model, should also be defined as dependent 
from current time moment – 𝑀𝑀(𝑡𝑡). The new processes have their execution times. 
Considering this at equation 1:  

𝑃𝑃+(𝑡𝑡) = max
12324(8)

𝑇𝑇3 − 𝑇𝑇+, 𝑗𝑗 = 1,𝑀𝑀(𝑡𝑡)((((((((( (8) 

3.3. 0-1Multiple knapsack model for Exascale system. 
Considering these conditions, the model described above, turn to the following 

form.  

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚	𝑧𝑧(𝑡𝑡) = @ @ 𝑃𝑃+(𝑡𝑡)𝑋𝑋#+
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 (10) 

@𝑋𝑋#+ ≤ 1
C(8)
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, 𝑗𝑗 = 1,𝑀𝑀(𝑡𝑡)((((((((( (11) 

𝑋𝑋#+ = K1, 𝑖𝑖𝑖𝑖	𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝	𝑗𝑗	𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎	𝑡𝑡𝑡𝑡	𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑖𝑖𝑖𝑖𝑖𝑖	𝑖𝑖
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒	 	 (12)	

In this model, the parameters 𝑁𝑁(𝑡𝑡),𝑀𝑀(𝑡𝑡), 𝑃𝑃+(𝑡𝑡), 𝑅𝑅+(𝑡𝑡), 𝐶𝐶#(𝑡𝑡), 𝑧𝑧(𝑡𝑡) are time-dependent, 
but there is not any functional dependency between these parameters and current time 
moment. These parameters denote values at observation time. 
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