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Abstract
The existence of a huge amount of features for pattern recognition 
problems brings to the overloading of the training and exploitation 
steps of the recognition; also, highly correlated features affect the 
accuracy of the designed systems negatively. One of the most 
used ways for tackling this problem is the application of genetic 
algorithms for the solution of the binary optimization problems that 
appeared during the features subset selection process. In this 
paper was used parallel genetic algorithms for the selection of the 
most informative features in Azerbaijani hand-printed character 
recognition system by using opportunities of the distributed cluster 
computing.  In this way after the given number of generations most 
appropriate features with the high recognition rate were selected 
from the features database.
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1. Introduction
Recent innovative theoretical and practical approaches proposed for recognition 

of hand-printed characters, handwritten texts have been successfully applied for 
the solution of recognition systems for texts in different local languages, ancient 
alphabets, artifacts, license plate detection (Barbuti & Caldarola, 2018; Kowsalya 
& Periasamy, 2019; Kumar & Ieee, 2016). There are growing appeals for proposal 
and applications of the novel ideas in field of recognition of texts from images made 
by mobile cameras, text recognition and analysis problem which is significant step 
for video processing, image-text matching (Bin Ahmed et al., 2019; El Bahi & Zatni, 
2019; Joan & Valli, 2019; X. Y. Liu et al., 2019; Roy et al., 2019; Wang et al., 2019).

Most of the studies for the design and development of recognition systems focused 
on characters and text in English and other famous and most used alphabets. The 
solution to the problems associated with different structures mentioned above local 
languages and their morphological structure requires an individual approach. On 
that account selection of the most effective features and their application is the main 
indicator for ensuring accuracy of a specific character and text recognition problems 
(Ali & Suresha, 2019; Benchaou et al., 2018; Cilia et al., 2019).

The feature selection process personalized by the essence of the investigated 
problem can be considered as an appropriate solution of characteristic object 
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recognition problems. For instance, pattern, geometrical and graphical features used 
for recognition of characters can be successfully applied for classification of different 
surfaces from urban scenes, satellite images, maps and environments (Szendrei et 
al., 2011; Wang et al., 2017).

One of the challenging problems that appear in this domain is the application 
of different optimization methods for the selection of the most appropriate features 
from the domain of existing parameters. As mentioned parameter sets are usually 
high dimensional, the application of analytical optimization methods is out of the 
question. One way to prevail these problems is to apply random selection methods 
or approaches based on the heuristic optimization algorithms (Baniya & Gnimpieba, 
2020; Wang & Feng, 2019).

Through the solution of image processing problems as recognition and 
classification, especially in specific object detection tasks (as the face, gesture 
recognition), there is an infinite number of possibilities for extraction textural, 
geometrical and morphological features (Shaukat et al., 2018; Zmyzgova & Ieee, 
2018). By examining previous work and experimental analysis through the recognition 
of hand-printed characters was investigated methods for the extraction of features 
for better classification of the characters (Ismayilova & Ismayilov, 2018). 

The essential contribution of this work is the application of genetic algorithms 
for the selection of the best features subset from the large-scale features database 
extracted for Azerbaijani hand-printed characters recognition. This gives a significant 
advantage, as a given problem is a pattern recognition problem and there is a very 
large sample space for different types of features.

2. Related work
Although feature subset selection is not separately an expert system, it is one 

of the most important parts of the design and development of recognition and 
classification systems. There is a wired choice of approaches for feature selection 
almost in medical expert systems (Baliarsingh et al., 2019; Rachmani et al., 2019), 
for prediction of business, decision – making in industrial areas (Sun et al., 2019; 
Zandieh & Aslani, 2019), in robotics, data analysis, etc. (Harandi et al., 2019; H. Liu 
et al., 2019).

Even though most popular methods applied for solution of binary optimization 
problem appeared in machine learning systems as feature subset selection are genetic 
algorithms, swarm optimization and ant colony optimization, several approaches 
have been proposed as result of modification, combination of these algorithms, 
and also based on modified methods for selection, crossover and mutation during 
application of evolutionary algorithms (Ghosh et al., 2019; Kouchami-Sardoo et al., 
2019; Qiu, 2019).

An important question associated with the application of non-analytical 
optimization methods for the determination of the most informative features is using 
parallel algorithms for extracting the data from the large feature sets without affecting 
the accuracy rate of intelligent systems. There exists a considerable body of literature 
on the solution of features subset selection by parallel or semi-parallel algorithms 
and distributed computing systems (Liu & Ditzler, 2019; Tsamardinos et al., 2019; 
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Venkataramana et al., 2019).

3. Features extraction for hand-printed character recognition
As mentioned in the introduction section, there are different approaches for 

the extraction of features for pattern recognition systems. In this paper were 
applied geometrical features for the classification of hand-printed characters. After 
preprocessing and thinning, characters located in rectangles with a fixed size. The 
idea of the authors is to classify hand-printed characters by the number of intersection 
points of the characters with the lines drawn through the mentioned rectangle (fig. 1). 
The experimental data for the given features are huge; the length of the features vector 
is more than 15000. 

For this study, we analyzed the data collected from forms filled by different people 
with different writing skills with Azerbaijani hand-printed characters, digits and special 
symbols. Classification of the training database was realized by the SVM method, 
which gives more accurate results for the investigated problem (Ismayilov, 2018).

For this study, we analyzed the data collected from forms filled by different people 
with different writing skills with Azerbaijani hand-printed characters, digits and special 
symbols. Classification of the training database was realized by the SVM method, 
which gives more accurate results for the investigated problem (Ismayilov, 2018).

4. Results of experiments
Constructed parallel algorithm based on genetic algorithms and different crossover 

methods were executed in ASOIU HPC center, a cluster-computing system with 20 
computational nodes (https://github.com/openhpc/ohpc/wiki/System-Registry). 

In tables 1, 2, 3 were described results of experiments with different indicators. 
Planned comparisons revealed that change of the crossover methods and different 

Fig. 1: Lines through the character for determination of features
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mutation rates affects the accuracy rate of recognition and execution time of the 
process. This paper has investigated the application of 3 crossover methods; 1-point 
crossover, k-point crossover and shuffle crossover (Umbarkar & Sheth, 2015). 

Superior results are seen for the combination of crossover method 2 and mutation 
rate<0.4 and crossover method one and mutation rate<0.5. It is interesting to note that 
the execution time for these experiments is very close. There were also some important 
differences in decreasing execution time while joining more calculation nodes to the 
system. 
Table 1. The best features subsets and accuracy rates while evaluation process

Number of 
generations

Execution time 
(second)

Length of the fea-
tures subset

Accuracy rate (%)

100 799 7682 93
250 2403 7707 94
500 4002 7650 96
1000 7963 7529 97

Table 2. Results of experiments with different number of computational nodes
Number of 
executive 

nodes

Execution 
time 

Generation 
number

Length of 
the features 

subset

Accuracy rate

2 4232 500 7654 92
5 1703 500 7568 94

10 1143 1000 7787 96
15 837 1000 7731 95
20 799 1000 7598 97

Table 3. Results of experiments with different crossover methods and mutation rates
Crossover 

method 
Mutation 

rate
Execution 
time (sec-

onds) 

Generation 
number

Length 
of the 

features 
subset

Accuracy 
rate
(%)

Crossover 1 <0.5 800 200 7782 91
<0.4 796 200 7674 90
<0.3 797 200 7144 94

Crossover 2 <0.5 801 200 7689 92
<0.4 803 200 7832 97
<0.3 798 200 7345 93

Crossover 3 <0.5 801 200 7980 97
<0.4 799 200 7759 90
<0.3 787 200 7564 89
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In figure is illustrated dependency between accuracy rate of the recognition system 
and number of generations for application of genetic algorithms. We obtain good 
results for 7598 features, which gives 97% of accuracy for recognition of the hand-
printed characters.

5. Conclusion & Discussion
The broad implication of the present research is that given approach can be applied 

for the solution of any problems as data mining, image processing, signal analysis, 
where a huge number of features brings to the overloading of the system and high 
correlation between the features decrease the quality of the intelligent systems. 

Future results should consider the potential effects of application of parallel genetic 
algorithms for optimization of the features selection step in recognition systems more 
carefully, for example by addition more informative and human mind based features 
to the system, testing different crossover, selection methods and mutation rates for 
determination of the best algorithm depending only the nature of the investigating 
problem. 
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